
Investigating an incident 

with Unomaly



Background

Crash of large Vmware ESX cluster (10 members) in the 

middle of the night. 

Operators gets notified by traditional alerts indicating 

that virtual hosts are unavailable. 

They don’t know what happened, why it happened and 

what to fix. So what do they do?



I want to 

understand what 

Vmware is doing 

differently

Click.



ESXi11

ESXi10

ESXi08

ESXi10

This is root 

cause. Click.

Other systems 

are impacted. 

Click.

This is 

extremely 

anomalous!

Drag-select to 

get the details. 

Vmware



ESXi11

ESXi10

What was the 

root cause?

= memory error

What did it 

cause?

= cluster 

failed



ESXi10

ESXi11

Convert the root 

cause to save 

the information 

+ make sure it is 

detected again

Information, 

tied to the data 

itself.


